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Abstract

In TREC 2007, LanguageComputerCorporationex-

ploredhow a new, semantically-ricframework for in-

formation retrieval could be usedto boostthe overall

performanceof the answerextraction and answerse-
lection componentdeaturedin its CHAUCER-2 auto-
matic question-answeringQ/A) system. By replac-
ing the traditionalkeyword-basedetrieval systemused
in (?) with anew indexing andretrieval enginecapable
of retrieving document®r passagebasedn thedistri-

bution of namedentitiesor semanticdependenciesye

wereableto dramaticallyenhanceCHAUCER-2's over-

all accurag, while signi cantly reducingthe numberof

of candidateanswersthat were consideredby its An-

swerRankingandAnswerValidationmodules.

1. Intr oduction

In TREC 2007, LanguageComputerCorporationexplored
how a new, semantically-ricHramework for informationre-
trieval couldbe usedto boostthe overall performancef the
answemextractionandansweiselectiorcomponentgeatured
in its CHAU CER-2 automaticqquestion-answerinfQ/A) sys-
tem.

Unlike the keyword-basedetrieval systemdraditionally
usedby Q/A systems,CHAUCER-2 leveragesa novel in-
dexing andretrieval enginewhich makesit possibleto re-
trieve documentsor passagesising queriesthat look for
instancesf (1) entity typesrecognizedby a namedentity
recognition(NER) system(2) semanticdependenciesien-
tied by PropBank-or NomBank-basedemanticparsers,
(3) semanticframes (or frame-denotingelements)recog-
nizedby a FrameNeparseyor even(4) thenormalizedver-
sionsof temporalor spatialexpressions.Supportfor these
new typesof queriedramaticallyenhancedheperformance
of CHAUCER-2's Documentand PassagdRetriezal compo-
nentswhile signi cantly reducingthe numberof candidate
answersthat had to be consideredby its Answer Ranking
andAnswerValidationmodules.

CHAUCER-2 alsoleveragesa variantof the BindingsEn-
gine (BE) rst proposediy (?; ?) in orderto retrieve of all
of the text snippetsamatchedby a pattern-basecbor variabi-
lized) querywithout having to retrieve documentsusing a
keyword-basedjuery We foundthatuseof this frameawork
greatlyboth enhancedhe ef ciency andthe recall of tradi-

tional pattern-basedpproacheso Q/A andallowed for the
developmenbf new librariesof precisepatterndor speci ¢
questiontypesasledin previous TREC QA evaluations.

Finally, CHAUCER-2 incorporatesnew, multi-tieredAn-
swerTypeDetection(ATD) modulewhichreduceghenum-
ber of expectedanswertypes (EATS) consideredby the
systemfor factoid or list questionswhile maintainingthe
samehighlevelsof precisionexhibitedby previoussystems.
SinceLCC's previous ATD systemsftenidenti ed a large
numberof spuriousanswertypesalongwith the mostcor
rectanswertype for a questionwe developeda new back-
off mechanisnwhich forcesthe Q/A systento considetthe
mostspeci ¢ EATsidenti ed for aquestionrst; other more
generaEATswerethenincludedassearchtermsonly when
insufcient evidencewasretrieved usingthe more speci ¢
EAT.

Taken together we believe thesethreeenhancement®
CHAUCER-2's coreretrieval capabilitiesallowed us to de-
velop a battery of high-precision,low-recall Answer Re-
trieval strat@ieswhich could be run independentlyof the
traditionalentity-based)/A stratgiescurrentlybeingused
by LCC's FERRET (?) and CHAUCER-1 (?) question-
answeringsystemsIn orderto maximizethe valueof these
individual stratejies, we re-castthe new CHAUCER-2 Q/A
pipelinedevelopedfor the TREC 2007evaluationsasa cas-
cadeof end-to-endQ/A systemavhich weretaslkedwith an-
sweringquestionsn orderof their expectedprecisionfor a
particularquestiontype.

The restof this paperis organizedin the following way.
Section2 presentsa brief overview of the architectureof
the CHAUCER-2 system. Section 3 presentsdetails of
CHAUCER-2's core factoid Q/As system,while Section4
describeghe systemfor answeringist questionsand Sec-
tion 5 describeghetechniquesisedto answer‘other” ques-
tions. Resultsfrom this year's of cial evaluationare dis-
cussedn Section6, while Section7 summarizeur con-
clusions.

2. The CHAUCER-2 Question-Answering
System
This sectiondescribeghe architectureof the CHAUCER-2

question-answeringystemusedto answerfactoid and list
questionsfor the TREC 2007 QA Track Main Task. The
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Figurel: Architectureof the CHAUCER-2 Question-Answeringystem

architectureof CHAUCER-2 is presentedn Figurel.

Target Processing

Targetsin CHAUCER-2 are initially submittedto a Target
TypeClassi cationmodulewhichusesaversionof theMax-

imum Entropy-basedclassi er introducedin (?) in order
to cateyorize seriestamgetsinto one of a set of semantic
catgyoriestaken from the large ontology of semanticdypes
recognizedby LCC's CICEROLITE hamedentity recogni-
tion system. As with our TREC 2006 work, targetswere
classi ed into one of six tamget types,including: (1) PEO-

PLE (e.g. Warren Moon), (2) ORGANIZATIONS (Ameri-
can Enterpriselnstitute, (3) LOCATIONS (AmazonRive),

(4) EVENTS (1991 eruption of Mount Pinatubg, (5) AU-

THORED WORK (TheDaily Show), or (6) GENERIC NOUNS

(avocado}

Classi edtargetswerethensentto a Discovery of Essen-
tial Information modulewhich leveragedsetsof event, at-
tribute,andrelationshipextractorscreatecprior tothe TREC
2007evaluationdfor eachindividualtargettypecateyory us-
ing LCC's CICEROCUSTOM open-domaingustomizablén-
formation extraction system. In addition to thesesetsof
customextractors, CHAUCER-2 also usedsetsof heuris-
tics in orderto extract information relatedto targetsfrom
anumberof “authoritative sources’availableon the WWW,
including imdh.com, nndhcom, iplpotus.com,s9.com and
wikipedia.og. Onceeachof thesefour extractionstratgies
wererun for anindividual target, outputwasthencastin a
structuredform andstoredin a databaséreferredto asthe
Factoid Databasé.

In orderto ensurethat the Factoid Databasecontained
a minimum of contradictoryand/orredundaninformation,
all new informationaddedto the databasevas rst sentto
a ContentValidation module,which followed (?) in using
the outputof systemdor recognizingtextual entailment(?)
and textual contradiction(?) in orderto determinewhen

newly-discoveredfacts could be either inferred from — or
weredirectly contradictedy — knowledgealreadystoredin
thedatabase.

OncetheFactoidDatabasevaspopulatedor eachtarget,
a selectsetdatabaseelds werethensentto a QUAB Gen-
eration modulein orderto generatesetsof question-answer
pairs which could be usedby CHAUCER-2's other down-
streamAnswerSelectiorandAnswerValidation modules.

QuestionProcessing

Following Target Processingeachquestionin a serieswas
thensentto a seriesof QuestionProcessingnoduleswhich
annotatedndividual questionswith the lexico-semantidn-
formationneededo generateueriedor eachof theindivid-
ual AnswerRetrieval stratgiesemployedby CHAUCER-2.

As with our TREC 2006 system questionsvereinitially
sentto a QuestionAnnotation module which (1) identi-

ed token and collocationboundariesperformed(2) part-
of-speechtaggingand (3) namedentity annotation(using
LCC's CICEROLITE namedentity recognitionsystem)and
(4) resohed instancesof pronominaland nominal coref-
erence(using the knowledge-lean heuristicapproachrst
introducedin (?)). Questionswerethensentto a Seman-
tic Parsingmodule whichidenti ed semantiadependencies
using LCC's own PropBank-,NomBank-,and FrameNet-
basedsemantiqarsers.

Factoidandlist questionsverethensentto anew Answer
Type Detectionmodulewhich followed (?) and(?) in us-
ing a multiple Maximum Entropy-basectlassi ersin order
to identify the expectedanswertype (EAT) of the question
from LCC's answeltype hierarchy

Once annotationand answertype detectionwere com-
plete, CHAUCER-2 sentquestiongo a Query Formulation
moduleresponsibldor (1) extractingkeywordsandphrases,
(2) identifying synorymoustermsthatcouldbe usedto aug-
mentaquery and(3) transformingquestionsnto thepartic-



ular kinds of queriesrequiredby eachof the systems An-
swerRetrieval strat@jies.

DocumentPreprocessingand Retrieval

CHAUCER-2 employed the samedocumentpreprocessing
framawork introducedin (?). As with our TREC 2006sub-
mission,we preprocessethe AQUAINT corpuswith four
typesof information. First, we usedanin-houseimplemen-
tation of the Collins parserto provide a full syntacticparse
of every documentin the AQUAINT-2 corpus;documents
in the larger (and“noisier”) BLOG-06 corpuswere parsed
usinganin-housechunkparser Secondwe usedthreedif-
ferentsemantigoarsersn orderto identify semantiadepen-
denciesmposedby bothverbalandnominalizedpredicates.
In additionto LCC's PropBankand NomBankparserswe
alsousedLCC's FrameNet-basedemanticparserto iden-
tify instances-rameNetramesin naturallanguagdexts; a
separateole classi er wasusedto identify rolesassociated
eachFrameNetframe! Third, we usedLCC's CICERO-
LITE namedentity recognitionsystemin orderto classify
more than 300 different types of namesfound in the cor-
pus. We alsousedmore than 500 lexicons and gazetteers
derivedfrom web-basedesourcesn orderto tagadditional
nametypesnot coveredby CICEROLITE. Finally, we used
LCC's PINPOINT temporalnormalizationsystem(?) in or-
der to map temporalexpressiondound in documentgo a
standardizedlSO 8601)format.

Following annotation we indexed the AQUAINT-2 and
BLOG-06corporausingacustomizediersionof theLucene
informationretrieval engine.In additionto retrieving docu-
ments(and passageshasedon literal stringsand stemmed
words,CHAUCER-2 wasablealsoretrieve documentdased
on awide rangeof semanticannotationgnadeavailableby
LCC's annotationcomponentsjncluding (1) entity types
from LCC's CICEROLITE, (2) predicate-agumentrelation-
shipsfrom LCC's PropBankand NomBankparsers(3) se-
mantic frames, frame roles, and frame-denotingelements
recognizedby LCC's FrameNetparser or (4) ary of the
events,attributes,or relationsextractedby LCC's CICERO-
CusTom.

Answer Retrieval and Extraction

CHAUCER-2 leveragesa cascadeof threeseparatdactoid
AnswerRetrieval and Extractionstratgiesin orderto iden-
tify the bestanswerto eachquestionin a series. Stratgjies
developedfor this years TREC include: (1) a Structued
Data stratgyy whichidenti es answerdrom theinformation
storedin the Factoid Database (2) a Pattern-basedtratayy
which leverages variantof the BindingsEngine(BE) rst

proposeddy (?; ?) in orderto retrieve all of thetext snip-
petsmatchecdby a pattern-basedquery and(3) a traditional
Entity-basedstrateyy identi es candidateanswerdasedon
the distribution of entity typesassociateavith an expected

1The AQUAINT-2 corpuswasprocessedsingsemantigarsers
which had beenpreviously trained on datathat had beenfully
parsed;documentsn the BLOG-06 corpuswere processedising
parserghathadbeentrainedon the outputof achunkparser

answertype. (Details of eachof thesethreestratgiesare
presentedn Section3.)

Although previous versionsof CHAUCER (?; ?) have
soughtto identify likely candidateanswersby combining
the output of multiple Q/A stratgies, CHAUCER-2 con-
sidersanswergeturnedby its four Q/A enginesin a x ed
order If no answersare returnedby the Structued Data
strat@y, thenquestionaresentto the Neighborhood-based
stratgyy; likewise, if no answersabove a x ed con dence
thresholdarereturnedby the Neighborhood-basestrateyy,
CHAUCER-2 defaultsto usingthe Entity-basedstratey in
orderto nd answers.

Answer Validation

As with our TREC 2006 submissionCHAUCER-2 employs
a AnswerSelectiorand Validation modulein orderto iden-
tify thebestanswemwhenmultiple candidateanswersarere-
turnedby one(or more) AnswerExtraction strateies. Fol-
lowing AnswerExtraction, the top ve candidateanswers
identi ed by eachstrategyy arethensentto a CandidateAn-
swerRe-fankingmodulewhich usesa Maximum Entropy-
basedre-ranler (basedon (?) in orderto provide a single
ranked list of candidateanswersfor a particularquestion.
The re-ranledlist of answerswverethensentto a nal An-
swer Selectionmodulewhich usesthe state-of-the-artex-
tual entailmentsystemdescribedn (?) in orderto identify
the singleanswermassagevhosemeaningis mostlikely to
be entailedby the meaningof the original question.

3. Answering Factoid Questions

In this section,we describehe CHAUCER-2 systemfor an-
sweringfactoidquestions.

QuestionProcessing

This section describeshow questionswere processedn
CHAUCER-2.

Keyword Expansion As with the TREC 2006versionof

CHAUCER, keywords extractedfrom eachquestionwere
processedy a Keyword Expansionmodule that was de-
signedto identify additional synorymous keywords that
could be usedto augmentthe query CHAUCER-2 usedto

retrieve documents. This module useda set of heuristics
in orderto appendsynoryms and alternatekeywords from

a databasef similar termsdevelopedby LCC for previous
TRECQA evaluations.

QuestionCoreference We incorporateda heuristic-based
QuestionCorefeencemodulein orderto resole referring
expressiongoundin thequestiorseriego antecedentnen-
tioned in previous questionsor in the target description.
First, we usedheuristicsfor performingnamealiasingand
nominal coreferencerom CICEROLITE in order to iden-
tify the full referentfor eachpartial namementionfound
in the questionseries. Next, we constructedan antecedent
list from all of the namedentitiesthatoccurredin the ques-
tion seriesprior to the currentquestion. Eachpotentialan-
tecedentandreferring expressionfound in the serieswere



then annotatedwith name class, gender and numberin-

formation available from CicEROLITE. We thenusedthe
HobbsAlgorithm (Hobbs1978)in orderto matchreferring
expressiongo candidateantecedentsWhenno compatible
antecedentould be identi ed from the antecedenlist, we

madeno further attemptto resohe the referringexpression
foundin thequestion.

Answer Type Detection CHAUCER-2 follows recent
work in AnswerType Detection(?; ?; ?) (ATD) in using
a multi-tiered classi cation approachto the recognitionof
the ExpectedAnswer Type (EAT) of both factoid and list
qguestionsUnderour currentapproachyve useathree-stage
approacho identifying the expectedanswertype of a ques-
tion. First, questionsare submittedto a coarsetype ATD
classi er which usesan variantof the Maximum Entropy-
basedclassi er rst introducedin (?) in orderto associate
eachquestionwith one of a setof 11 coarsetypes. (The
completelist of coarsetypesthatwereusedin TREC 2007
arelistedin Tablel.) Secondquestionof certainselected
answertypesare submittedto a second,expandedcoarse
typeclassi er which identi es a secondcoarse-grainedn-
swertype which canbe usedto further describethe type of
answersoughtby the question.(The setof expandecdcoarse
typeswe consideredn our TREC 2007work are presented
in Table2.) Finally, questionsf eachcoarsetype (or sub-
type)arethensubmittecto a third setof ne typeclassi ers
which map eachquestionto one of the setof ne answer
typesassociatedvith eachcoarsetype. In our work, we
have useda hierarchyof over 275different ne entity types
derivablefrom the morethan300 differententity typesrec-
ognhizedoy LCC's CICEROLITE. (Table3 present@ sample
of someof the ne typesthatwereusedin CHAUCER-2.)

Coarselype Example(s)
HuMAN Geoge W. Bush,Texans,StateDepartment
LOCATION Tajikistan,GrandCaryon, SearsTower
ABBREVIATION | AARP, Dr.
WORK Hamlet,Guernica
NUMERIC 55mph,£124
TEMPORAL 1945,8 yearsago
TITLE Physician]sraeli
CONTACT-INFO andy@languagecomputeom
OTHER-ENTITY HurricaneAndrew, Budweiser
OTHER-VALUE purple,guilty
COMPLEX +

Tablel: CoarseAnswerTypesusedby CHAUCER-2

Coarselype | ExpandedCoarseType | Example(s)
INDIVIDUAL Bill Clinton, Paul McStay
HUMAN GRoOUP journalists Floridians
ORGANIZATION FBI, The White Stripes
FACILITY MacDill AFB, Hoover Dam
LOCATION GPE India, Los Angeles
PHYSICAL LOCATION GreatPlains,Blue Nile

Table2: Breakdavn of HUMAN andL ocATION CoarseAn-
swerTypesinto ExpandedCoarseTypes

CoarseType FineTypes
FACILITY CASINO, MUSEUM
GPE CiTY, COUNTRY, STATE

INDIVIDUAL ACTOR, BASEBALL-PLAYER, MILITARY-PERSON
ORGANIZATION COMPANY, UNIVERSITY, BASEBALL-TEAM
PHYSICAL LOCATION | ISLAND, PLANET, RIVER

WORK ALBUM, SONG, BOoK

Table3: Examplesof CHAUCER-2's Fine AnswerTypes.

In our TREC 2007work, we have foundthat CHAU CER-
2'sapproacho AnswerTypeDetectionhingesontherecog-
nition of three core elementsfrom eachquestion: (1) the
questionstem (2) the predicateanswertypeterm, and (3)
thenominalanswertypeterm

We de ne a questionstemasthe word (or phrasewhich
signalsthe broadestype of informationsoughtby theques-
tion. With mostinterrogatves,the questionstemis equiv-
alentto a wH-word (e.g. who, what how) or a wH-phrase
(e.g.howmanywhatbookandcanbeextractecheuristically
from thetext of a questior? We considera questions pred-
icate answertypeterm (or predicateATT) to be ary verbal
predicate(or predicatenominal) which exhibits a semantic
dependeng with a questionstem. For example,in a ques-
tion like “Whatcivilization built the pyramidsthat towered
over the Nile River?, the wordsbuilt andtoweled areboth
predicatesbut only the predicatebuilt hasselectshe ques-
tion stemWhatnationasanargument.ln contrastwe de ne
thenominalanswertypeterm(or nominalATT) asthenoun
phrasgNP) in a questionthatcanleadto theinferenceof a
questions expectedanswertype (EAT). For example,in the
questionsWhat countryis Ahmadinejadpresidentof? and
Whatis Jon Bon Jovi's professiof?, we assumehat words
suchas country and professioncan be usedto infer an the
mostappropriateanswettypefor thesequestions.

In CHAUCER-2, recognitionof the questionstem predi-
cateATT, andnominal ATT wereperformedusinga heuris-
tic basednethodthatwastunedon a collectionof morethan
6000factoidquestionsvhich hadbeenannotatedvith these
threecoreelements.

Evaluationresultsfor nominal ATT detectiorarelistedin
Table4. CHAUCER-2 is leastaccurateon questionstems
thatneedno nominal ATT, suchaswho, when andwheke.
However, sincethesequestionsalreadyderive muchmean-
ing from their stems,the downstreamperformances not
signi cantly damaged.On what questionshowever, miss-
ing thenominal ATT will almostalwayscausethe nal an-
swergo beincorrect.Wefoundthatthemostcommoncause
for missingthe nominal ATT occursin syntacticparsing
or while interpretingthe syntacticparsetree. For exam-
ple, syntacticparserswill often mis-parsequestion,“What
state-of-the-artechniqueis beingusedfor thenewestTMNT
movie? without the useof high performancechunkingor

2\We assumehat questionstemof animperatie questiondike
Namebooksthat Pamukhas written. correspondgo the initial
predicatewhich signalsboththatthe statements a requesfor in-
formationandthetype of informationthatthe speakr presumably
seeks.



collocationdetection. In this question,CHAUCER-2 incor-
rectly annotatestateasthe nominal ATT insteadof tech-
nigue

QuestionStem Total Questions | Accuray
who/whom/whose 58 89.7
what/which 278 97.8
when 13 92.3
where 13 92.3
how 65 100
list 8 100
name 10 100
Total 445 96.9

Table4: Nominal AnswerType Term DetectionResults py
guestionstem,on TREC 2007 Questions.

The overall answertype detectionaccurag scoresfor
CHAUCER-2 arelisted in Table5. The nal scoreis pri-
marily dueto thecombinederrorof the CoarseHuman,and
Locationclassi ers.

Type Total Questions | Accuragy
Coarse 445 90.6%
Human 154 90.3%

Location 59 88.1%

Fine 445 79.3%

Table 5: Answer Type DetectionResultson TREC 2007
Questions.

DocumentRetrieval CHAUCER-2 takesadwantageof the
sametwo-tieredapproachto documentretrieval rst intro-
ducedin (?). Under this approach,output from a con-
senative entity-basedanswerextraction stratgy was used
in orderto re-rankthe top 200 documentsretrieved from
CHAUCER-2's standardetrieval engine.

Our TREC 2007 approachfollows the samefour-step
approachthat was implementedfor our TREC 2006 sys-
tem. First, we useda standardexpanded)keyword query
to retrieve a total of 200 documentsrom the AQUAINT-
2 and BLOG-06 corpora. The top 50 passagesvere then
identi ed using a passageetrieval engineand submitted
to CHAUCER-2's traditional entity-basecdanswerextraction
system.Passagesverethenre-ranlkedbasedn both (1) the
densitykeywordsextractedfrom the questionfoundin each
passagand(2) the distribution of entity typescorrespond-
ing to theexpectedansweitypeof thequestion.Theoriginal
setof 200 retrieved documentsvere then re-ranled based
on the distribution of the top-ranled passagesAs with our
TREC 2006 system,only candidateanswerghat were ex-
tractedfrom the top 50 re-ranled documentsvere consid-
eredby downstreamAnswerSelectionand AnswerValida-
tion modules.

Answer Retrieval and Extraction

In this sectionwe thethreedifferentanswerretrieval strate-
giesthat CHAUCER-2 leveragesn orderprovide answerso
factoidquestions.

Extracting Answers from the Factoid Database
CHAUCER-2's rst factoid Q/A stratgy takes adwan-
tageof thelarge repositoryof factualinformationstoredin

its Factoid Databasen orderto nd answerdo a x edset
of questiontypes.Underthisapproachaseriesof heuristics
are used to transform specic types of questionsinto

databaseajueriesdesignedto retrieve speci ¢ information
from the Factoid Database For example,givena question
like (Q282.2) What is Pamuks year of birth?, heuristics
employed by CHAUCER-2 will retrieve the BIRTH-YEAR

eld associatedvith a recordwith a NAME label of Pa-

muk While we were encouragedy the precisionof this

approach this strategyy ultimately was limited in terms of

the coverageand precisionof the mappingheuristicswe

employed to corvert questionsinto databasejueries. In

future work, we planto explore a multi-tieredclassi cation
approach- similarto theonewe have employedfor Answer
TypeDetection-in orderto directly mapbetweerguestions
andindividual elds storedin the Factoid Database

Pattern-based Answer Extraction Previous versionsof
LCC's question-answeringystemg?; ?) have successfully
usedlibrariesof hand-craftegatternsin orderto retrieve —
and extract — candidateanswersfrom collectionsof texts.
Despitetheir promise (and their precision), pattern-based
approachesdave facedthree signi cant challengeswhich
have ultimately limited their recall. First, in orderto be ef-
fective, pattern-basedystemsmustinclude large libraries
of patternswhich accountfor a signi cant portion of the
different types of questionsthat userswill ask. Second,
pattern-basedystemsalsoneedto have accesdo accurate
heuristicswhich will mapdifferenttypesof questiongo the
classesf patternswhich can be usedto extract answers.
Finally, pattern-basedystemsneedto be usedin conjunc-
tion with high-recalldocumentetrieval engines:if therel-
evant text snippetsarent retrieved, pattern-basegystems
will not be ableto returnanswers.In orderto counterthis
third challenge CHAUCER-2 leverages new index annota-
tion framawvork which makesit possibleto retrieve all of the
text snippetsmatchedby a pattern-basedor variabilized)
query— without having to retrieve documentsausing a tra-
ditional keyword-basedjuery CHAUCER-2's index anno-
tation framawork (basedon work rst doneby (?) for an
informationextractionapplication)which makesit possible
to extractall of thetext passagematchinganextractionpat-
ternin atext collectionwithouthaving to retrievedocuments
throughan informationretrieval engine. Following (?), we
developedour own retrieval engine— which we referto as
theneighborhoodetrieval engine— which canreturnshort
text snippetsin responsedo variabilized queries. For ex-
ample,given a querylike TYPE PERSONNAMEsuchas
ProperNoun(Head(NP)) ,ourenginewill returntheset
of entitiesmarkedasTYPE PERSONNAMEwhich arefol-
lowed by the sequenc®f the string suchasandany proper
nounwhich alsoheadsannounphrasgNP).

CHAUCER-2's neighborhood retrieval engine pro-
cesses variables like TYPE PERSONNAME or
ProperNoun(Head(NP)) by returning every pos-
sible string in the corpusthathasa matchingtype andthat



canbesubstitutedor the variableandstill satisfythe users

guery In orderto retrieve the extensionsof thesevariables
quickly andwithout having to post-processlocumentsye

againfollowed(Cafarellaetal. 2005)in creatinga new type
of augmentednverted index, known as a neighborhood
index, which allows for the processingof thesequeries
with O(k) randomdisk seeksand O(k) disk reads,where
k is de ned as the number of non-variable terms in a
qguery In additionto keepinga list of the documentsn

which a term occurs— and a list of positionswhere the
term occurs, the neighborhoodndex also storesa list of

left-hand and right-handneighborsat eachposition. The
neighborhooaontainshetokenstokentheleft andright of

the centertoken aswell asany namedentitiesand phrase
chunksthat endjust beforethe token or startjust after the
token. Neighborhoodsreadditionallyconstrainedo avoid

crossingsentencdoundaries.

Neighborhoodndicesarebuilt by loadingthe documents
from a normal Luceneindex in orderto producea sepa-
rateindex justto represenheighborhoodsMost stopwords
areindexedbecausehey canbeimportantfor certainquery
types, although queriesinvolving stop words take much
longerto executethanotherqueries. To reducethe size of
theindex, commonwordsarestoredin a dictionaryandthe
index containsl- or 2-bytepointerinto thedictionary Less
commonwordsarestoredverbatimin theindex. Whende-
terminingwhich entitiesandphrasechunksareadjacento a
giventoken,sometokensareskipped.Thesetokensinclude

articles,theword "who”, quotationmarks,andparenthesis.

Skippingover thesetokensdramaticallyincreasesherecall
of somequeries.These'noise” tokensarenot stopwordsin
thetraditionalsenseit is possiblyto includethesetokensin
a query but their presencen a documentdoesnot prevent
neighborhoodfrom beingfound.

Entity-based Answer Extraction As with the TREC
2006versionof CHAUCER, CHAUCER-2's entity-basedn-
swerextractionstratgyy usesthe distribution of namedenti-
ties(recognizedy LCC's CICEROL ITE namedentityrecog-
nition system)n orderto identify candidateanswergo indi-
vidual questions.Underthis approachpassagesontaining
entity typesassociatedvith the questions expectedanswer
type are rst retrieved from the setof documentgetrieved
by the system. Candidateanswergound within eachpas-
sageare then extractedand re-ranlked basedon the distri-
bution anddensityof questionkeywordsdiscoveredin each
passage.

While traditionalentity-based)/A stratgieshave shavn
muchpromisein previous TREC QA evaluations(?), they
often retrieve mary spuriousanswerswhich can greatly
complicatethetasksof AnswerRankingandAnswerSelec-
tion. In our TREC 2007 work, we hypothesizedhatif we
couldretrieve candidateanswershotjustbasednthedistri-
bution of entity types— but in termsof speci ¢ conjunctions
of semanticfeaturesextractedfrom a question— we could
constrainthe total numberof candidateanswerdhatarere-
trievedfor a questionwithout experiencingary reductionin
overallprecision.

In our experimentswe investigatechow ve differentse-

manticfeatures- basedon the distribution of semanticde-
pendencieth ancandidateanswer(asrecognizedy LCC's
PropBankand NomBankparsers)- could be usedin order
to enhancehe precisionof atraditionalentity-basednswer
extraction stratgy. These ve featuresincludedthe pres-
enceof a semantiadependengfound (1) betweeran entity
in the answer(Ent,,s ) correspondingo the questions ex-
pectedanswettypeanda predicatgPred,s ) corresponding
to athe questions predicateanswertypeterm, (2) between
theEnty,s andary otherpredicaten the candidateanswer
(3) betweerthe Pred,s andary otherargumentin the can-
didateanswey(4) betweeranargumentin thecandidatean-
swer(Ar gans ) correspondingo anargumentrom theques-
tion andary otherpredicaten the answerand(5) between
theArgans andthePredy,s . (A summaryof the 10 different
stratgjiesarepresentedn Table6.%)

| Stratgy || Ent | Ent—Pred| Ent- | —Pred| Arg- | Arg—Pred|
1 X
2 X X
3 X X
4 X X
5 X X
6 X X
7 X X X
8 X X X
9 X X X
10 X X X

Table 6: Query Stratgyies usedby CHAUCER-2's Entity-
BasedQ/A Strateyy.

While Stratgyy 1 in (Table 6 correspondgo the default
entity-based)/A stratgy, Stratgies2 throughl0represent
contetsin whichtheretrievedcandidatensweraresubject
to additionalconstraints.For example, Stratgy 8 requires
that all retrieved candidateanswersmust meettwo condi-
tions. First, ary valid candidateanswemustincludeanen-
tity thatcorrespond#o theexpectedanswetypeof theques-
tion that also participatesin a predicate-agumentrelation
with a predicate.In addition,the answemustalsoinclude
aninstanceof anargumentfrom the questionwhich partic-
ipatesin a predicate-agumentrelationshipwith a predicate
aswell.

In our earlywork, we foundthatmostof the querystrate-
gieslistedin Table6 returnedew (if arny) candidateanswers
for most questions;however, their precision(when parser
errorswheretakeninto account)in mary casesapproached
100%. In orderto capitalizeon thesehigh-precision Jow-
recall stratgies,we impelmentedheselO stratgiesasan-
othercascadewhichrangedrom themostrestrictive strate-
gies(i.e. the oneswhich includedthe mostconstraints}o
the leastrestrictive (i.e. Strateyy 1, the traditional entity-
basedstrateyy). Althoughwe consideredandidateanswers
retrievedby all 10 stratgjiesduringAnswerRankingandAn-
swerValidation, candidateanswersvereassigneda weight

3We selectedhesel0 stratgjiesto experimentwith during our
preparationgor TREC2007.We planto exploretheotherpossible
combinationf featuresn futurework.



correspondingp thequerystratayy (or stratgjies)whichwas
responsibldor retrieving them; answersetrieved by more
restrictive stratgiesreceved higherweightsthanthosere-
trievedby lessrestrictive stratayies.

Answer Ranking

Following AnswerExtraction, CHAUCER usesa Maximum
Entropy-basedre-ranler (similar to (?)) in orderto com-
pile answerdrom eachof the six answerextraction strate-
giesinto asinglerankedlist. This re-ranler wastrainedon
thetop tenanswergeturnedby eachof CHAUCER'S answer
extractionstratgjiesfor eachof thequestiongakenfrom the
TREC2004andTREC2005datasets(Answerswerekeyed
automaticallyusing“gold” answerpatternsmadeavailable
by the TREC organizersandotherparticipatingteams.)Five
setsof featureswereusedin this re-ranler: (1) the stratgy
usedto extracttheanswey (2) the EAT of theoriginal ques-
tion, (3) the entity type associatedvith the exact answer
(4) theredundanyg of the answeracrossthe top-ranledan-
swersand(5) thecon denceassignedo theanswetby each
answerextractionstrateyy.

Answer Selection

Oncearankingof candidateanswerds performed the top
25 answerswverethensentto an AnswerSelectionmodule
which leveragesLCC's state-of-the-artextual entailment
systemin orderto identify the answerwhich bestapprox-
imatesthe semantiaccontentof the original question.Popu-
larizedby therecentPASCAL RecognizingTextual Entail-
ment(RTE) Challengeg?), textualentailmensystemseek
to identify whetherthe meaningof a hypothesicanberea-
sonablyinferredfrom the meaningof a correspondingext.
While the RTE Challenge$ave focusedto-dateonly onthe
computationof entailmentrelationshipsbetweensentence-
lengthtexts andhypothesespur recentwork (?) hasshovn
thatcurrentsystemdor recognizingTE canbe leveragedo
accuratelyidentify entailmentrelationshipsbetweenques-
tionsandanswers- or evenquestionsaandotherquestions.
CHAUCER usegthe entailmentsystemdescribedn (?) in
orderto estimatethelik elihoodthata questiorentailseither
(1) a candidateanswerextractedby oneof CHAUCER'S Six
answerextractionstratgiesor (2) a predictive questiongen-
eratedby the PredictiveQuestionGeneation module. Fol-
lowing (?), we rst ltered all candidateanswerghatwere
notentailedby the original questionsTheremainingcandi-
dateanswergincludingary remainingpredictive question-
answerpairs)werere-ranled basedon the entailmentcon-
dence outputby the RTE system. The top-ranked answer
wasthenreturnedasour submittedanswer

4. List Questions

This section describes the multiple stratgies that
CHAUCER-2 usesin order to provide answersto list
guestions. In orderto maximizeboth precisionandrecall
of thelist answersCHAUCER-2 returns,we developedtwo
distinct types of answer nding stratgjies: (i) stratgies
that nd all globally correct answersfrom an external
knowledgesource then choosethe supportecanswershat

actuallyexistin thetext, and(ii) stratgyiesthat nd possible
answersn thetext andretainonly thosethatpasssomeform

of validation. The Type (i) strat@ieswe have investigated
in our TREC2007work includean(1) AuthoritativeSource
strat@y, a (2) Wikipedia list stratgy, and a (3) Lexicon
stratgy. We only investigatedbne Type (ii) strategiesthis
year however: aWeb Countstrateyy rst introducedn (?).

Figure2: Wikipedialnfoboxfor “St. Peters Basilica”

Authoritati ve SourceList Strategy Similar to the Struc-
tured Data stratgyy implementedfor factoid questions,
CHAUCER-2's Authoritative Souce stratgy uses the
sources of semi-structureddata stored in the Factoid
Databasen orderto provide answergo list questions.Al-
thoughthe Factoid Databasewas usedprimarily usedfor
answeringfactoid questions,somelist elds (suchasthe
types of lists found on sites like imdhorg or storedin
the HTML table“infoboxes” found on mary wikipedia.og
pages)vereextractedheuristicallyandstoredin the Factoid
Databaseprior to the TREC 2007 evaluation. As with fac-
toid questionsheuristicsareusedto mapcommonquestion
typesto the particular elds (andsources)vhich would be
mostlik ely containa correctanswer In addition,we found
thatthethethenominal ATT (asrecognizeddy the Answer
TypeDetectionrmodulecouldoftenbeusedo identify a eld
which couldcontainarelevantsetof answersFor example,
givena questionlike (278.5)Whatarchitectswere involved
in building St. Peter's?, we found that searchinghe Fac-



toid Databasedor thetermarchitectreturnedapointerto the
“infobox” includedonthewikipedia.og pagefor St. Peter's
Basilicawhich mentionsthe four architectsvho worked on
the basilica(e.g. Donato Bramante Antonio da Sangallo
the Younger, Michelangelo, and Giacomodella Porta. (See
Figure?2 for anexampleof a “infobox”.)

Wikipedia List and Table Strategy Our secondstratgy
soughtto leveragelists and tablesmentionedon relevant
Wikipedia* pagesn orderto identify candidateanswergor
list questionsUnderthis strateyy, keywordsextractedfrom
boththequestiorandtheseriedargetwereusedto retrievea
setof relevantpagesrom Wikipedia Heuristicsusedto ex-
tractlists (andto “unroll” HTML) tableswerethenused-in
conjunctionwith entityinformationavailablefrom CiCERO-
LITE in orderto identify setsof multiple candidateanswers.
For examplethequestion(217.6)Whatare titles of albums
featuringJay-Z?hasanswerghat canbefoundin thetable
onWkipedid s “Jay-Z discography’page®

Lexicon List Strategy In a third stratgy, we usedthe
collection of more than 800 differentlexiconsincludedin
LCC'sCICEROLITE in orderto provideanswergo list ques-
tions. As with the previous two stratejies, heuristicswere
usedagainto mapbetweerselectedypesof questiontypes
(andor questionkeywords)and eachof the lexicons avail-
able to CHAUCER-2.CHAUCER-2 utilizes the lexicon list
stratgyy if three conditionsare met: (1) a lexicon exists
thatmatcheghe nominal ATT, (2) the nominal ATT is suf-
ciently far down the answertype hierarchy(by default, 2
nodes)from a coarsetype, and (3) thereis a propernoun
(which becomesa mandatorykeyword) after the nominal
ATT in thequestion.Thismeanghata questiongdik e “What
Republicarsenatos supportedhenomination? and“What
personshasKrugmancriticizedin his op-edcolumns? will
not usethe lexicon stratgy (dueto conditions(3) and(2),
respectrely), while aquestiorlik e “Whatmusicalsdid Kurt
Weill write?” will.

Web Count List Strategy As with our TREC 2006 sys-
tem, CHAUCER-2 alsoutilizesa methodbasedon termfre-

gueng counts(obtainedfrom searchenginedike Goagle)

in orderto determinehow much of an associateherewas
betweena candidateanswerand both the seriestarget and
answertype term. Thesetwo scoreswere then combined
in orderto rank eachindividual candidateanswer;answers
above a thresholdwereincludedin the setof candidatean-

swersconsideredy the system.

Strategy Selection As with factoid questions,we again
castthe problemof selectinganswersrom multiple strate-
giesasa cascade:list answerswere consideredrst from
the (1) Authoritative Souce stratgy, followed by answers
from the (2) Wikipedia List and Table stratayy, the (3) Lex-
icon List strategyy, and(4) the Web Countstratey. Answers
wereaddedo thelist until therewereamaximumnumberof
answers- or until therewereno answerswith a con dence
level aborea x edthresholdo return.

*http://Imww.wikipedia.og
Shttp://en.wikipedia.ay/wiki/Jay-Z discography

5. Answering “Other” Questions

In this section,we describeour approachto answeringthe
“other” questionsncludedwith eachquestionin the TREC
2007QA Main Task.

As with our TREC2006submissionCHAU CER-2 begins
the processof nding answergo “other” questionsby rst
computingtwo typesof automatictopic representationsn-
cluding: (1) weightedlists of topic relevanttermsknown as
TopicSignatues(?) (TS;) and(2) acorrespondingveighted
list of topic relevant relations,known as EnhancedTopic
Signatues(?) (TS). (As describedn (?), bothtopic rep-
resentationsre computedfrom the top 100 documentge-
trieved from the AQUAINT-2/BLOG-06 corpususing key-
wordsextractedfrom the seriestarmget— andall of the previ-
ousquestiongontainedn the questionseries.)

NuggetExtraction

Oncesetsof TS, termsand TS, relationshave beencom-
puted, CHAUCER-2 retrievesthe top 500 documentsfrom
the AQUAINT-2/BLOG-06 corpuswhich contain at least
one keyword from the seriestarget. Passagesire then ex-
tractedand ranked basedon the top 25 mosttopical terms
and relations. The top 500 passagesetrieved using this
methodarethensplit into individual clauseausingthe sen-
tencedecompositiortechniquesntroducedin (?) andthen
weremadeavailableto thefollowing four nuggetextraction
techniques.

“Web Words” Nugget Extraction Following an ap-
proachproposedy (?), we usedthetop 50 mostfrequently-
occurringnon-stopwords found in the rst 100 pagesre-
trieved from Goaqgle containingthe seriestarget in order
to ranksentencesetrievedfrom the AQUAINT-2/BLOG-06
corpus.Top-scoringsentencesverethensentto an Answer
Selectiormoduleto be combinedwith outputfrom theother
nuggetextractiontechniques.

Topic-Based Nugget Extraction Following work done
by (?) for question-focusesummarizationywe usedweights
associatedvith TS; termsandTS; relationsto computea
compositetopic scote for eachsentencen the setof docu-
mentsretrievedfor atarget. Sentencewerere-ranlkedbased
on their topic score beforebeing submittedto the Answer
Selectiormodule.

Soft Pattern-Based Nugget Extraction As with our
TREC 2006 submission,we again experimentedwith us-
ing the probabilisticsoft matchingtechniquesrst described
in (?) in orderto identify additionalpatternsthat could be
usedto extract nuggetsfor a particulartargettype. we fol-
lowed (?) in developinga bigramsoft patternmodelin or-
der to identify potentialmatcheshetweena setof training
sentenceandeachof the sentencesxtractedfor a particu-
lar target. Training sentencesvere derived for eachtarget
typefrom two differentsources{1) thecollectionof “gold”
nuggetsdenti ed for the TREC 2005“other questions’and
acollectionof 5,000biographiesgdescriptionsandengyclo-
pediaarticlesthat were downloadedfrom the collection of
“authoritative sources’usedto populateCHAUCER-2's fac-
toid database.



Headline Extraction In additionto nuggetsetrieved us-
ing the previousthreestrategies, CHAUCER-2 alsoretrieves
all of the documenheadlinesvhich containboththe series
targetandatleastoneTS; termor TS, relation. While not
everyseriedargetappeareéh aheadlineof adocumenton-
tainedin the AQUAINT-2 collection, we found that head-
lines often containeda succinct,topical statementhatwas
not unlike the “gold standard’nuggetseportedasthe keys
for “other” questions.Sinceheadlinesappearedo provide
consistentlygood information for “other” questions,they
werenot submittedo the AnswerSelectiormodule,but ap-
pendedo thetop of eachsubmittedsetof nuggets.

Answer Combination

In a departurefrom the contentmodelingapproachintro-
ducedin (?), we useda simplecombinatiormethodto com-
bine (andrank) candidatenuggetsfor submission.Follow-
ing work doneby (?) for the DUC multi-documentsum-
marizationevaluations,candidatenuggetswere assigneca
compositescorebasedn thedensityof TS; termsandTS;
relationsas well asthe individual rank that they were as-
signedby eachindividual nuggetextractiontechnique.All

nuggetsvhichrecevedascoreaborea x edthresholdvere
returnedaspartof our of cial submission.

6. Evaluation Results

Table7 presentsa summaryof CHAUCER-2's performance
onthe TREC2007QA Main Task.

Task EvaluationMetric | CHAUCER-2
FactoidQ/A Accuragy 56.1%
List Q/A F1l 32.4%
20therQ/A F 3 26.1%
SeriesScore Aggregate 35.8%

Table7: Summaryof TREC2007QA Main Track Results.

A detailedbreakdaevn of theresultsfrom the Factoid Q/A
taskis presentedn Table8.

Judgment Percent
Wrong 37.5%
Unsupported 2.7%
Inexact 4.7%

Locally Correct 1.2%
Globally Right 53.8%

Table8: TREC2007FactoidQ/A Results

TREC2007markedthe rst yearwherewe madea con-
centrateceffort to developa coherenstrateyy for answering
list questionsWe believe our resultsto be encouragingour
TREC 2007 resultsmorethandoubledour TREC 2006re-
sultsin termsof recall,precisionandF-measurgF 1).

Metric TREC2007
Recall 0.361
Precision 0.412
F( =1) 0.324

Table9: TREC2007List Q/A Results

Finally, Table10 shaws our precisionrecall,andF-Score
for “other” questions.

Metric TREC2007
Recall 0.288
Precision 0.2501
F( =3) 0.261

Table10: TREC20060therQ/A Results

6. Conclusions

This paperdescribesCHAUCER-2, the mostrecentversion
of LanguageComputerCorporations CHAUCER line of au-
tomatic question-answeringystems. Developedfor the
2007 TREC QA Track Main Task, CHAUCER-2 was de-
signedto explore how a new, semantically-richframework
for informationretrieval could be usedto boostthe overall
performanceof the answerextractionandanswerselection
component®f anend-to-endjuestion-answeringystem.

First, unlike the keyword-basedetrieval systemsisedby
LCC'spreviousQ/A systemg?; ?), CHAUCER-2 employed
a novel indexing and retrieval enginewhich supporteda
wide rangeof semantically-richqueries,including queries
basedn semantidypesrecognizedy LCC's CICEROLITE
namedentity recognitionsystemas well as semanticde-
pendencieglenti ed by LCC's PropBank-NomBank-,and
FrameNet-basedemanticparsers. We found that support
for thesenew typesof queriesdramaticallyenhancedhe
performancef theretrieval componentsisedn CHAU CER-
2 while signi cantly reducingthe numberof candidatean-
swersthat hadto be consideredoy CHAUCER-2s Answer
RankingandAnswenalidation modules.

In addition to supporting multiple query types,
CHAUCER-2 also leveraged a variant of the
Bindings Engine (BE) rst proposed by (?;
?) in orderto retrieve of all of the text snippetsmatched
by a query without having to retrieve documentsusing a
keyword-basedjuery We foundthatuseof this framewvork
greatly both enhancedthe efciency and the recall of
traditionalpattern-basedpproaches Q/A.

Finally, CHAUCER-2 incorporateda new, multi-tiered
Answer Type Detection(ATD) modulewhich reducedthe
numberof expectedanswertypes(EATS) consideredy the
systemfor factoid or list questionswhile maintainingthe
samehighlevelsof precisionexhibitedby previoussystems.
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